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The molecular electrostatic potential inside the potassium channel protein fromStreptomyces liVidans has
been investigated using linear scaling semiempirical quantum chemical method, for a variety of geometries,
with and without solvating water molecules. The results are compared with those given by a number of
popular molecular mechanics force-fields. The difference between the quantum and molecular mechanics
electrostatic potentials due to the protein exceeds 30 kcal/mol within the narrow selectivity filter of the channel
and is attributed to the neglect of electronic effects, e.g., polarization, in the molecular mechanics force-
fields. In particular, mutual electronic interactions between four threonine residues in the selectivity filter are
found to have a large effect on the electrostatic potential. Calculations in the presence of water molecules
suggest that molecular mechanics methods also overestimate the stabilization of the cation inside the ion
channel. The molecular electrostatic potentials computed by molecular mechanics force-fields expressed relative
to bulk water, however, reveal a much smaller error.

Introduction

Until recently, the theoretical investigation of molecular
systems containing many thousands of atoms was limited to
molecular mechanics (MM)1 based methods. In these schemes,
the motions of the electrons are ignored, and the total system
energy is given purely as a function of the nuclear positions of
the constituent atoms. This is, of course, a very crude approxi-
mation, but it is widely used in a number of popular MM force-
fields (e.g., Amber,2 OPLS,3 and Charmm4), and for many
problems, it gives results that are in good agreement with
experiment.1,5

Not surprisingly, MM methods fail when the process under
study is accompanied by large changes in the electronic
distribution. Obvious examples of this are bond-breaking and
bond-forming reactions. For this important class of problems,
one way to address this limitation is to divide the global system
into regionsstypically, a small region that is treated using
quantum mechanics (QM) and “the rest” treated using MM. The
aim of these so-called QM/MM methods is to quarantine
electronic changes within the domain of the QM atoms, where
the coordinates of each electron are considered explicitly and
large changes in the electronic distribution can, at least in
principle, be described correctly. Even though QM/MM methods
have enjoyed some success,6 most of these procedures still
assume a static charge distribution for the MM region and do
not permit transfer of charge from the QM to the MM region.
Thus, there remains the fundamental question of how important
are electronic effects, such as polarization and charge transfer,
in large systems.

The recent development of linear-scaling QM methods,7

particularly for semiempirical QM methods,8-11 now enables
QM calculations to be performed on systems with thousands
of atoms. While such methods are still substantially more
expensive than MM methods, they do permit limited QM
calculations on systems that traditionally would only have been
studied using MM methods. As a consequence, it is now possible
to make quantitative assessments of the importance of electronic
effects in large systems. This work is an attempt to do this,
comparing the electrostatic potential obtained from a variety
of MM force-fields with that given by the AM1 semiempirical
QM method. This comparison is particularly pertinent, given
that the Amber,2 OPLS,3 and Charmm4 MM methods used here
and the AM1 [12] semiempirical QM method were all param-
etrized to reproduce the electrostatic potential obtained from
6-31G* ab initio Hartree-Fock calculations, albeit the electro-
static potential for simple isolated molecules.

The system that we have chosen to study is the KcsA
potassium channel protein fromStreptomyces liVidans.13 Potas-
sium channels that exist in all biological organisms are central
to neuronal signaling, as they govern the transfer of K+ ions
through cell membranes.14 As with all ion channels, understand-
ing the basic mechanism of ion permeation and selectivity is
of great interest, and as a result, such systems have received
considerable theoretical attention.15 This is especially true for
the KcsA potassium channel since the publication of its X-ray
structure in 1998.13 This channel selectively conducts K+ ions
with high throughput (10 pA16) while suppressing conduction
of the chemically very similar Na+ ion by a factor of approxi-
mately 104. In an attempt to understand ion permeation through
this system at a microscopic level, several molecular dynamics
studies have been performed previously.17-22 The work pre-
sented here is based on selective structures taken from our
previous MD simulations.17
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A comparison of the potential profiles derived from QM and
MM methods for a charged particle moving across the confined
geometry is of particular interest, since there is no explicit bond
breaking or forming reactions take place as the ion moves across
the channel. Moreover, an accurate description of the electro-
static potential at the center of the ion channel and its response
to the passing ion are likely to be key ingredients in developing
a full understanding of how this complicated biological channel
works. Here we address the first of these issues, comparing the
QM and MM electrostatic potentials within the channel. In future
work, we will consider, at a QM level, the effect of the ion on
the surrounding channel.

Method

The coordinates for our calculations were obtained from MD
trajectories generated using Charmm v.25 code,23 as described
in ref 17. The channel is oriented in such a way that thez-axis
coincides with the center of the pore.17 Two groups of
coordinates have been used. In the first group, coordinates were
taken from MD simulations on the solvated ion channel, but
all water molecules were removed before evaluating the
molecular electrostatic potential (MEP) along the centralz-axis.
In the second group, a K+ ion had been added to the MD
simulations and constrained to lie at various locations along
the z-axis. For this group, the K+ ion was removed and the
MEP evaluated at the location of the missing K+ nucleus, in
the presence of water molecules.

The majority of the MD simulations upon which this work
is based17 were performed using the united atom Charmm19
force-field.24 This was justified on the basis of comparisons with
the all atom Charmm22 force-field4 and merited because the
significant reduction in associated computer time enabled much
longer overall simulation times.17 Use of a united atom force-
field to obtain our sample coordinate sets does, however,
necessitated the addition of hydrogens before it is possible to
perform all atom MM or QM calculations. This was done, where
necessary, using appropriate bond lengths and angles. The
resulting “all atom” ion channel with water molecules included
has 6550 atoms (5920 atoms without water) and typically
required about 12 h to converge a single self-consistent-field
AM1 calculation using a 400 MHz Sun E3500 workstation. By
contrast, to compute a single MD step requires approximately
1 s. Although several different sets of coordinates were extracted
from each MD trajectory, for simplicity, only the results from
a single set of coordinates are presented here; the other results
were analyzed and found to be quantitatively similar. The QM
calculations were performed using the Mopac2000 v.1.1 [25]
program and the parametrized molecular electrostatic potential
method therein.12 The QM results were compared with the MEP
computed using partial atomic charges taken from the Amber,2

OPLS,3 Charmm19,24 and Charmm224 force-fields.

Results and Discussions

A schematic representation of the structure of the potassium
channel equilibrated with water is shown in Figure 1. The
channel is a tetramer of peptide chains. Each of the four subunits
consists of 158 amino acid residues of which the positions of
97 were determined by X-ray diffraction.13 As detailed in ref
17, our model system comprises the entire experimentally
determined protein structure and associated terminating groups,
giving a total of 396 residues. Also shown in Figure 1 is an
outline of the channel’s radius profile derived from the
experimental coordinates, in the absence of water, and account-
ing for atomic size. The channel can be seen to extend for

approximately 50 Å. While the selectivity filter (z ) 8-22 Å)
is the narrowest region with a mean radius of just 1.4 Å, at one
point, the long thin hydrophobic pore (z ) -20 to-2 Å) also
has a minimum radius of just 1.5 Å. Note that these values
correspond to the X-ray structure, while the minimum pore
radius in the regionz ) -20 to -2 Å obtained from our MD
calculations including water17 exceeds 2 Å. There is experi-
mental evidence that demonstrates that the crystallographic
structure may correspond to a “closed”-conduction state.26

During gating of the KcsA channel, the intracellular pore (z )
-20 to-2 Å) is thought to widen, reducing the repulsive energy
barrier presented to ions. Thus, it is likely that the system under
consideration is in a closed state and that MEP contributions
from the trans-membrane helices forming the intracellular pore
will be affected. On the basis of the proximity of the protein to
the z-axis, we might expect the MEP in the narrow regions of
the channel to show the greatest sensitivity to the means by
which it is evaluated. Of particular interest is the MEP near the
selectivity filter which remains narrow during gating, and the
composition of which is thought to be highly conserved among
the potassium channel family.14

The MEPs computed along thez-axis for a typical coordinate
set after removal of water molecules, using three different MM
point charges and the AM1 semiempirical QM method, are
presented in Figure 2. All MEPs have similar structure with a
strong minimum in the region of the selectivity filter (z ) -10
to 20 Å). This corresponds roughly to the experimentally
determined position of two Rb+ ions.13 However, it would be
incorrect to assign undue significance to this observation since
our MEP calculations neglect the presence of both the Rb+ ions
and water molecules in the ion channel.

In line with expectations, the largest differences are in the
region of the hydrophobic pore and selectivity filter. First, in
the hydrophobic pore (z ) -23 to -12 Å), the MEP from

Figure 1. Model of the potassium channel. (A) Two subunits of the
KcsA protein are drawn as ribbons while water molecules are drawn
as spheres. The inner, outer, and pore helices of the protein are drawn
as white, light gray, and dark gray helices, respectively, while the
selectivity filter is drawn as a think black ribbon. A section of the inner
helix has been replaced by strands to reveal the water molecules (white
spheres) within the pore. (B) A trace of the pore radius, based on atomic
van der Waals radii, about the channel axis is shown.
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Charmm19 differs substantially from that of Amber, OPLS, and
MOPAC. Second, in a region extending from the hydrophobic
chamber to the middle of the selectivity filter (z ) -10 to 20
Å), there are significant differences between all three MM
methods and the QM result. Outside these regions, all four
methods agree reasonably well.

Analysis of the MEP on a residue-by-residue basis reveals
that the first difference, namely, the difference between
Charmm19 and the other MM methods, is due to the use of a
united atom representation in the Charmm19 force-field. Specif-
ically, in the regionz ) -23 to -12 Å, one of the four
uncharged glutamate (GLU 118) residues is located very close
to thez-axis. The parameters for this residue, in the neutral form,
were taken from ref 27. This treats the-COOH group as a
-COO group and places a relatively large negative charge on
each of the O atoms (-0.6 e) and counter balancing positive
charge (1.35 e) on the C atom. In contrast, Amber and OPLS
retain the H atom, assign it a positive charge, and place a
negative charge on the attached O atom. For Amber and OPLS,
the carboxyl H atom is closest to thez-axis giving an overall
positive contribution to the MEP. For Charmm19, however, this
H atom does not exist, and instead, the MEP is dominated by
the associated O atom, giving an overall contribution to the MEP
that is negative. While this difference between the united atom
Charmm19 and the Amber and OPLS force-fields exists for all
glutamates in our system, the much greater distance of these
other glutamates from the point of measure of the MEP means
that the effect of this difference is far less. Since MOPAC has
explicit inclusion of all H atoms, the QM MEP in this region is
in much closer agreement to that of either Amber or OPLS than
it is to that of Charmm19. Finally, we note that the discrepancy
between Charmm19 and other MM force-fields may have been
amplified by the very narrow pore associated with the closed
state of the channel under consideration. Also, if the all-atom
Charmm224 force-field is used, the MEP is nearly identical to
that of Amber.

As we will now show, the differences between all three force-
fields and the QM results in the hydrophobic chamber and early
part of the selectivity filter arises from electronic effects that
are only included in the QM calculations. In this region, the
MEP computed using the AM1 method is systematically smaller
than those obtained from any of the three different MM force-
fields. This is especially noticeable forz-coordinates of 0-12

Å, where the difference between the QM and MM potentials
exceeds 20 kcal/mol. The largest deviation, of more than 30
kcal/mol, was obtained for the MM potential computed using
Amber942 point charges. In this region, the largest contribution
to the MEP comes from the four threonine 75 residues,
belonging to the four subunits forming the selectivity filter. The
geometry of these residues is schematically shown in Figure 3.
Note that while the KcsA channel consists of a tetramer of four
identical peptide chains, at any given step of a molecular
dynamics simulation, there is a clear absence of 4-fold sym-
metry.

To verify that the AM1 semiempirical QM method correctly
reproduces the MEP obtained from ab initio QM calculations,
we added methyl groups to cap both ends of the THR residues
and performed ab initio 6-31G* Hartree-Fock calculations
using the Gaussian 98 [28] program. The results of these
calculations on the four separate THR residues are given in
Figure 4A-D. The figure also shows the MEP computed using
the Amber force-field2 i.e., the force field that showed the largest
deviation from the QM results.

In general, the results for the isolated THR residues show
that both Amber and AM1 reproduce the ab initio MEP very
well. The AM1 results have a tendency to underestimate the
MEP slightly, while Amber overestimates it slightly, but in all
cases, the difference is less than 4 kcal/mol. Similar pictures
were obtained using coordinates for these residues taken from
several different MD trajectories, suggesting that the influence
of the THR geometry on the MEP is relatively small. In contrast,
the total MEP computed for a supermolecule comprising all
four THR residues shows a marked difference between the QM
and MM results. This is shown in Figure 5. The AM1
semiempirical QM method is seen to reproduce the ab initio
6-31G* results very closely, while the Amber point charge
results deviate strongly. Comparison of the MEP obtained by
summing the MEP from ab initio calculations on the four
isolated residues (Figure 4A-D) is also shown in Figure 5. The
difference between this and the full supermoleule calculation
clearly demonstrates the effect of mutual electronic interactions
between the THR residues. Indeed, Mulliken charges computed
on the oxygen atoms in the carbonyl groups using the ab initio
6-31G* wave function reduce by approximately 0.5 au when
all four residues are present in the supermolecule calculation;
an effect that is accounted for by the AM1 calculations but
ignored by all the MM force-fields used here.

It should be noted, however, that while the four THR residues
account for a substantial fraction of the difference between the
MM and QM MEP in the region of the selectivity filter, there
are also substantial other electronic effects. To illustrate this
point, Figure 6 compares the Amber and AM1 MEPs for the
protein when all four THR residues are removed; the difference
is smaller than that in Figure 2 but still exceeds 12 kcal/mol.

Figure 2. Molecular electrostatic potential inside the protein channel
computed using Amber94, Charmm19, OPLS, and AM1 are plotted,
as described in the legend. The electrostatic potential for the Charmm22
force-field is not drawn because it is almost identical to the Amber
curve.

Figure 3. Geometry of the four THR 75 residues. Carbon, oxygen,
nitrogen, and hydrogen atoms are drawn as light gray, black, dark gray,
and white spheres, respectively.
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Thus far, the MEP has been evaluated in the absence of water.
Removal of water permits the MEP to be evaluated at all points
along thez-axis, since there are no longer any atoms located
directly on or very close to this axis. In reality, however, transfer

of K+ ions through the ion channel occurs in the presence of
water. To make some assessment of the effect of water on the
MEP, we have taken coordinates from simulations in which the
K+ ion was constrained to lie at differentz-locations, removed
the K+ ion, and evaluated the MEP at the position of the missing
K+ nucleus. In contrast to our previous results, the geometry
of the entire ion channel changes between each MEP evaluation.
As a consequence, comparison of the MEP between K+

locations will incur statistical noise. This “noise” may be reduced
by sampling many geometries for each K+ location and
averaging the results. Unfortunately, given the expense of the
QM calculations, we have only been able to use a small number
of geometries (between 2 and 8) at each K+ location. Thus,
our results should only be considered as illustrative, rather than
statistically rigorous.

Figure 7 shows the MEP at the various different K+ locations
calculated using the AM1 QM method and point charges taken
from the Amber force-field. In panel A the potential arising
from the ion channel atoms only is shown, while panel B shows
the total MEP. The two curves in Figure 7A are broadly in
agreement with the corresponding two curves in Figure 2. In
particular, outside the ion channel, the results from the QM and
MM calculations agree reasonably well, but around the region
of the selectivity filter, the Amber MEP differs from the QM
value by about 50 kcal/mol. In the regions outside of the
selectivity filter, addition of water (Figure 7B) greatly lowers
both the QM and MM MEPs, resulting in an overall flattening
of the potential. These large drops in the MEP may be expected
given that they occur at points that are now closely surrounded
by (solvating) water molecules. What is perhaps more interesting
is the observation that the MEP is now fairly constant throughout
the entire ion channel. Moreover, it is relatively constant even
though the value of the MEP is determined almost entirely by
the protein for points within the selectivity filter and by the
solvating water molecules at points outside of this region. This
feature is common to both the QM and MM calculated MEP.

While the behavior of the MEPs when evaluated using the
QM and MM methods appear to be much more similar in the
hydrated ion channel compared to analogous calculations on
the isolated system, some important differences between the
two sets of results exist. Not least is the fact that within the ion
channel the MM results are typically 50 kcal/mol more negative
than the corresponding QM results, implying a much stronger
interaction between the K+ ion and its surroundings. To
highlight the differences between the QM and MM results for

Figure 4. Separate molecular electrostatic potentials along thez-axis
for the four THR 75 residues are shown in panels A-D. Curves have
been computed using ab initio 6-31G*, Amber 94, and AM1 methods,
as indicated in the legend.

Figure 5. Molecular electrostatic potential computed for all four THR
75 residues together using ab initio 6-31G*, Amber 94, and AM1. The
sum of the separate MEP’s for the four THR 75 residues computed
using ab initio 6-31G* is also shown as a comparison.

Figure 6. Molecular electrostatic potential of the channel protein,
excluding the contribution from the four THR 75 residues for Amber
94 and AM1 methods.
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the hydrated system, we plot in Figure 7C the difference between
the two curves given in Figure 7B corresponding to the solvated
systems. This shows that in the ion channel the difference
between the QM and MM results is typically around 50 kcal/
mol, but fluctuates by about 10 kcal/mol. In the extracellular
regions (z < -25 and > 30), however, it appears that the
difference between the QM and MM results decreases. This
implies that in comparison to the QM method, the MM method
will more strongly favor a K+ ion within the ion channel
compared to one located outside. To verify this relative behavior,
we have again considered how well AM1 and Amber reproduce
the MEP from ab initio 6-31G* Hartree-Fock calculations. This
time we compare the MEP obtained from the water molecules
surrounding thez ) -25 Å K+ site. The results of these
calculations are shown in Table 1 for three different groups of
water molecules; (i) all water molecules within a radius of 15
Å, (ii) all water molecules within a 30 Å radius, and (iii) all
water molecules between a radius of 15 and 30 Å.

The data in Table 1 clearly shows that the AM1 method
underestimates the MEP for all water shells. This is particularly
true for water molecules close to the point of measure of the
MEP and may be a reflection of the fact that the AM1 method

was parametrized to reproduced the ab initio 6-31G* electro-
static potential for water molecules at their optimized AM1
geometry,12 and not for the SPC/E29 geometries used here. On
the other hand, Amber appears to overestimate the MEP
dramatically, especially that associated with nearby water
molecules. For MM methods, it may be argued, however, that
the van der Waals energy term compensates for this overestima-
tion. This does not appear to be true for our calculations since
the van der Waals energies are just 3.4, 5.3, and-1.9 kcal/mol
for the 30 Å shell, the 15 Å shell and 15-30 Å shells,
respectively. We also note that the van der Waals energies
computed for all points given in Figure 7 were found to be only
a few kcal/mol. Thus, overall the data in Table 1 suggests that
the differences between the QM and MM results for pointsz )
-25 and 30 in Figure 7C are likely to be overestimated. This
implies that in reality the difference between AM1 and Amber
calculations in Figure 7C may in fact be more positive inside
the channel with respect to the bulk water. Therefore, even in
the presence of water molecules, Amber calculations probably
overestimate the stabilization energy of the K+ ion inside the
channel relative to the bulk.

Conclusion

Although the importance of the introducing terms into MM
force-field to account for electronic changes (like polarization)
is now well recognized,30-32 the study of such effects has
typically been limited to the conformation energies of small
molecular systems.30,32In contrast, this work has quantitatively
compared the results of QM and MM calculations on a large
and complex biomolecular system, namely, the potassium ion
channel. We have found that large changes in the electronic
distributions of individual amino acids in this system are induced
by interactions with other nearby amino acids, particularly in
the region of the selectivity filter. Failure to account for these
effects may lead to substantial errors in the total MEP and,
possibly, to errors in the binding energy of a K+ ion within the
ion channel. For a solvated K+ ion within the pore of the ion
channel, however, fluctuations in MEP due to changes in
electronic interactions are likely to be much smaller than the
absolute error in the MEP. This could explain the considerable
success of molecular dynamics simulations of ion channels in
finding agreement with experiment. Fixed charge distributions
are, however, likely to favor the binding of the K+ ion within
the channel compared to the bulk. Finally, our results indicate
that the united atom Charmm19 parameters taken from28 may
not give an accurate representation of the MEP contributions
from glutamic acid residues at short distances. This could impact
on the energy of an ion entering the potassium channel where
glutamic acid side chains line the pore. The results of this study
therefore demonstrate that calculations performed with fixed-
charge MM force-fields should be viewed with some caution
and improved treatments of electronic distributions in ion
channels should be sought in the future.
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